
The Space of Possible Mind Designs 

Roman V. Yampolskiy 

Computer Engineering and Computer Science 

Speed School of Engineering 

University of Louisville, USA 
 

roman.yampolskiy@louisville.edu 

Abstract. The paper attempts to describe the space of possible mind designs by 

first equating all minds to software. Next it proves some properties of the mind 

design space such as infinitude of minds, size and representation complexity of 

minds. A survey of mind design taxonomies is followed by a proposal for a new 

field of investigation devoted to study of minds, intellectology.  
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1 Introduction 

In 1984 Aaron Sloman published “The Structure of the Space of Possible Minds” in 

which he described the task of providing an interdisciplinary description of that struc-

ture [1]. He observed that “behaving systems” clearly comprise more than one sort of 

mind and suggested that virtual machines may be a good theoretical tool for analyzing 

mind designs. Sloman indicated that there are many discontinuities within the space 

of minds meaning it is not a continuum, nor is it a dichotomy between things with 

minds and without minds [1]. Sloman wanted to see two levels of exploration namely: 

descriptive – surveying things different minds can do and exploratory – looking at 

how different virtual machines and their properties may explain results of the descrip-

tive study [1]. Instead of trying to divide the universe into minds and non-minds he 

hoped to see examination of similarities and differences between systems. In this 

work we attempt to make another step towards this important goal1.  

What is a mind? No universally accepted definition exists. Solipsism notwithstand-

ing, humans are said to have a mind. Higher order animals are believed to have one as 

well and maybe lower level animals and plants or even all life forms. We believe that 

an artificially intelligent agent such as a robot or a program running on a computer 

will constitute a mind. Based on analysis of those examples we can conclude that a 

mind is an instantiated intelligence with a knowledgebase about its environment, and 

while intelligence itself is not an easy term to define, a recent work of Shane Legg 

provides a satisfactory, for our purposes, definition [2]. Additionally, some hold a 

point of view known as Panpsychism, attributing mind like properties to all matter. 
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Without debating this possibility we will limit our analysis to those minds which can 

actively interact with their environment and other minds. Consequently, we will not 

devote any time to understanding what a rock is thinking.   

If we accept materialism, we have to also accept that accurate software simulations 

of animal and human minds are possible. Those are known as uploads [3] and they 

belong to a class comprised of computer programs no different from that to which 

designed or evolved artificially intelligent software agents would belong. Consequent-

ly, we can treat the space of all minds as the space of programs with the specific prop-

erty of exhibiting intelligence if properly embodied. All programs could be represent-

ed as strings of binary numbers, implying that each mind can be represented by a 

unique number. Interestingly, Nick Bostrom via some thought experiments speculates 

that perhaps it is possible to instantiate a fractional number of mind, such as .3 mind 

as opposed to only whole minds [4]. The embodiment requirement is necessary since 

a string is not a mind, but could be easily satisfied by assuming that a universal Tu-

ring machine is available to run any program we are contemplating for inclusion in 

the space of mind designs. An embodiment does not need to be physical as a mind 

could be embodied in a virtual environment represented by an avatar [5, 6] and react 

to simulated environment like a brain-in-a-vat or a “boxed” AI [7]. 

2 Infinitude of Minds 

Two minds identical in terms of the initial design are typically considered to be dif-

ferent if they possess different information. For example, it is generally accepted that 

identical twins have distinct minds despite exactly the same blueprints for their con-

struction. What makes them different is their individual experiences and knowledge 

obtained since inception. This implies that minds can’t be cloned since different cop-

ies would immediately after instantiation start accumulating different experiences and 

would be as different as two twins.  

If we accept that knowledge of a single unique fact distinguishes one mind from 

another we can prove that the space of minds is infinite. Suppose we have a mind M 

and it has a favorite number N. A new mind could be created by copying M and re-

placing its favorite number with a new favorite number N+1. This process could be 

repeated infinitely giving us an infinite set of unique minds. Given that a string of 

binary numbers represents an integer we can deduce that the set of mind designs is an 

infinite and countable set since it is an infinite subset of integers. It is not the same as 

set of integers since not all integers encode for a mind.  

3 Size, Complexity and Properties of Minds 

Given that minds are countable they could be arranged in an ordered list, for example 

in order of numerical value of the representing string. This means that some mind will 

have the interesting property of being the smallest. If we accept that a Universal Tu-

ring Machine (UTM) is a type of mind, if we denote by (m, n) the class of UTMs with 

m states and n symbols, the following UTMs have been discovered: (9, 3), (4, 6), (5, 



5), and (2, 18). The (4, 6)-UTM uses only 22 instructions, and no standard machine of 

lesser complexity has been found [8]. Alternatively, we may ask about the largest 

mind. Given that we have already shown that the set of minds is infinite, such an enti-

ty does not exist. However,  if we take into account our embodiment requirement the 

largest mind may in fact correspond to the design at the physical limits of computa-

tion [9]. 

Another interesting property of the minds is that they all can be generated by a 

simple deterministic algorithm, a variant of Levin Search [10]: start with an integer 

(for example 42), check to see if the number encodes a mind, if not, we discard the 

number, otherwise we add it to the set of mind designs and proceed to examine the 

next integer. Every mind will eventually appear on our list of minds after a predeter-

mined number of steps. However, checking to see if something is in fact a mind is not 

a trivial procedure. Rice’s theorem [11] explicitly forbids determination of non-trivial 

properties of random programs. One way to overcome this limitation is to introduce 

an arbitrary time limit on the mind-or-not-mind determination function effectively 

avoiding the underlying halting problem.  

Analyzing our mind-design generation algorithm we may raise the question of 

complexity measure for mind designs, not in terms of the abilities of the mind, but in 

terms of complexity of design representation. Our algorithm outputs minds in order of 

their increasing value, but this is not representative of the design complexity of the 

respective minds. Some minds may be represented by highly compressible numbers 

with a short representation such as 1013, while others may be comprised of 10,000 

completely random digits, for example 735834895565117216037753562914… [12]. 

We suggest that Kolmogorov Complexity (KC) [13] measure could be applied to 

strings representing mind designs. Consequently some minds will be rated as “ele-

gant” – having a compressed representation much shorter than the original string 

while others will be “efficient” representing the most efficient representation of that 

particular mind. Interesting elegant minds might be easier to discover than efficient 

minds, but unfortunately KC is not generally computable.  

Each mind design corresponds to an integer and so is finite, but since the number 

of minds is infinite some have a much greater number of states compared to others. 

This property holds for all minds. Consequently, since a human mind has only a finite 

number of possible states, there are minds which can never be fully understood by a 

human mind as such mind designs have a much greater number of states, making their 

understanding impossible as can be demonstrated by the pigeonhole principle.  

4 Space of Mind Designs 

Overall the set of human minds (about 7 billion of them currently available and about 

100 billion ever existed) is very homogeneous both in terms of hardware (embodi-

ment in a human body) and software (brain design and knowledge). In fact the small 

differences between human minds are trivial in the context of the full infinite spec-

trum of possible mind designs. Human minds represent only a small constant size 

subset of the great mind landscape. Same could be said about the sets of other earthly 



minds such as dog minds, or bug minds or male minds or in general the set of all ani-

mal minds.  

Given our definition of mind we can classify minds with respect to their design, 

knowledgebase or embodiment. First, the designs could be classified with respect to 

their origins: copied from an existing mind like an upload, evolved via artificial or 

natural evolution or explicitly designed with a set of particular desirable properties. 

Another alternative is what is known as a Boltzmann Brain – a complete mind em-

bedded in a system which arises due to statistically rare random fluctuations in the 

particles comprising the universe, but which is very likely due to vastness of cosmos 

[14].  

Lastly a possibility remains that some minds are physically or informationally re-

cursively nested within other minds. With respect to the physical nesting we can con-

sider a type of mind suggested by Kelly [15] who talks about “a very slow invisible 

mind over large physical distances”. It is possible that the physical universe as a 

whole or a significant part of it comprises such a mega-mind. That theory has been 

around for millennia and has recently received some indirect experimental support 

[16]. In that case all the other minds we can consider are nested within such larger 

mind. With respect to the informational nesting a powerful mind can generate a less 

powerful mind as an idea. This obviously would take some precise thinking but 

should be possible for a sufficiently powerful artificially intelligent mind. Some sce-

narios describing informationally nested minds are analyzed by Yampolskiy in his 

work on artificial intelligence confinement problem [7]. Bostrom, using statistical 

reasoning, suggests that all observed minds, and the whole universe, are nested within 

a mind of a very powerful computer [17]. Similarly Lanza, using a completely differ-

ent and somewhat controversial approach (biocentrism), argues that the universe is 

created by biological minds [18]. It remains to be seen if given a particular mind its 

origins can be deduced from some detailed analysis of the minds design or actions.  

While minds designed by human engineers comprise only a tiny region in the map 

of mind designs it is probably the best explored part of the map. Numerous surveys of 

artificial minds, created by AI researchers in the last 50 years, have been produced 

[19-23]. Such surveys typically attempt to analyze state-of-the-art in artificial cogni-

tive systems and provide some internal classification of dozens of the reviewed sys-

tems with regards to their components and overall design. The main subcategories 

into which artificial minds designed by human engineers can be placed include brain 

(at the neuron level) emulators [21], biologically inspired cognitive architectures [22], 

physical symbol systems, emergent systems, dynamical and enactive systems [23]. 

Rehashing information about specific architectures presented in such surveys is be-

yond the scope of this paper, but one can notice incredible richness and diversity of 

designs even in that tiny area of the overall map we are trying to envision. For readers 

particularly interested in overview of superintelligent minds, animal minds and possi-

ble minds in addition to surveys mentioned above a recent paper “Artificial General 

Intelligence and the Human Mental Model” by Yampolskiy and Fox is highly recom-

mended [24]. 

For each mind subtype there are numerous architectures, which to a certain degree 

depend on the computational resources available via a particular embodiment. For 

example, theoretically a mind working with infinite computational resources could 

trivially brute-force any problem, always arriving at the optimal solution, regardless 



of its size. In practice, limitations of the physical world place constraints on available 

computational resources regardless of the embodiment type, making brute-force ap-

proach a non-feasible solution for most real world problems [9]. Minds working with 

limited computational resources have to rely on heuristic simplifications to arrive at 

“good enough” solutions [25-28].  

Another subset of architectures consists of self-improving minds. Such minds are 

capable of examining their own design and finding improvements in their embodi-

ment, algorithms or knowledgebases which will allow the mind to more efficiently 

perform desired operations [29]. It is very likely that possible improvements would 

form a Bell curve with many initial opportunities for optimization towards higher 

efficiency and fewer such options remaining after every generation. Depending on the 

definitions used, one can argue that a recursively self-improving mind actually chang-

es itself into a different mind, rather than remaining itself, which is particularly obvi-

ous after a sequence of such improvements. Taken to extreme this idea implies that a 

simple act of learning new information transforms you into a different mind raising 

millennia old questions about the nature of personal identity.  

With respect to their knowledgebases minds could be separated into those without 

an initial knowledgebase, and which are expected to acquire their knowledge from the 

environment, minds which are given a large set of universal knowledge from the in-

ception and those minds which are given specialized knowledge only in one or more 

domains. Whether the knowledge is stored in an efficient manner, compressed, classi-

fied or censored is dependent on the architecture and is a potential subject of im-

provement by self-modifying minds.  

One can also classify minds in terms of their abilities or intelligence. Of course the 

problem of measuring intelligence is that no universal tests exist. Measures such as IQ 

tests and performance on specific tasks are not universally accepted and are always 

highly biased against non-human intelligences. Recently some work has been done on 

streamlining intelligence measurements across different types of machine intelligence 

[2, 30] and other “types” of intelligence [31], but the applicability of the results is still 

being debated. In general, the notion of intelligence only makes sense in the context 

of problems to which said intelligence can be applied. In fact this is exactly how IQ 

tests work, by presenting the subject with a number of problems and seeing how many 

the subject is able to solve in a given amount of time (computational resource). A 

subfield of computer science known as computational complexity theory is devoted to 

studying and classifying different problems with respect to their difficulty and with 

respect to computational resources necessary to solve them. For every class of prob-

lems complexity theory defines a class of machines capable of solving such problems. 

We can apply similar ideas to classifying minds, for example all minds capable of 

efficiently [12] solving problems in the class P or a more difficult class of NP-

complete problems [32]. Similarly we can talk about minds with general intelligence 

belonging to the class of AI-Complete [33-35] minds, such as humans.  

Regardless of design, embodiment or any other properties, all minds can be classi-

fied with respect to two fundamental but scientifically poorly defined properties – free 

will and consciousness. Both descriptors suffer from an ongoing debate regarding 

their actual existence or explanatory usefulness. This is primarily a result of impossi-

bility to design a definitive test to measure or even detect said properties, despite nu-

merous attempts [36-38] or to show that theories associated with them are somehow 



falsifiable. Intuitively we can speculate that consciousness, and maybe free will, are 

not binary properties but rather continuous and emergent abilities commensurate with 

a degree of general intelligence possessed by the system or some other property we 

shall term “mindness”. Free will can be said to correlate with a degree to which be-

havior of the system can’t be predicted [39]. This is particularly important in the de-

sign of artificially intelligent systems for which inability to predict their future behav-

ior is a highly undesirable property from the safety point of view [40, 41].  Con-

sciousness on the other hand seems to have no important impact on the behavior of 

the system as can be seen from some thought experiments supposing existence of 

“consciousless” intelligent agents [42]. This may change if we are successful in de-

signing a test, perhaps based on observer impact on quantum systems [43], to detect 

and measure consciousness.    

In order to be social, two minds need to be able to communicate which might be 

difficult if the two minds don’t share a common communication protocol, common 

culture or even common environment. In other words, if they have no common 

grounding they don’t understand each other. We can say that two minds understand 

each other if given the same set of inputs they produce similar outputs. For example, 

in sequence prediction tasks [44] two minds have an understanding if their predictions 

are the same regarding the future numbers of the sequence based on the same ob-

served subsequence. We can say that a mind can understand another mind’s function 

if it can predict the other’s output with high accuracy. Interestingly, a perfect ability 

by two minds to predict each other would imply that they are identical and that they 

have no free will as defined above.  

5 A Survey of Taxonomies 

Yudkowsky describes the map of mind design space as follows: “In one corner, a tiny 

little circle contains all humans; within a larger tiny circle containing all biological 

life; and all the rest of the huge map is the space of minds-in-general. The entire map 

floats in a still vaster space, the space of optimization processes. Natural selection 

creates complex functional machinery without mindfulness; evolution lies inside the 

space of optimization processes but outside the circle of minds” [45].  

Similarly, Ivan Havel writes “… all conceivable cases of intelligence (of people, 

machines, whatever) are represented by points in a certain abstract multi-dimensional 

“super space” that I will call the intelligence space (shortly IS). Imagine that a specific 

coordinate axis in IS is assigned to any conceivable particular ability, whether human, 

machine, shared, or unknown (all axes having one common origin). If the ability is 

measurable the assigned axis is endowed with a corresponding scale. Hypothetically, 

we can also assign scalar axes to abilities, for which only relations like “weaker-

stronger”, “better-worse”, “less-more” etc. are meaningful; finally, abilities that may 

be only present or absent may be assigned with “axes” of two (logical) values (yes-

no). Let us assume that all coordinate axes are oriented in such a way that greater 

distance from the common origin always corresponds to larger extent, higher grade, or 

at least to the presence of the corresponding ability. The idea is that for each individu-

al intelligence (i.e. the intelligence of a particular person, machine, network, etc.), as 



well as for each generic intelligence (of some group) there exists just one representing 

point in IS, whose coordinates determine the extent of involvement of particular abili-

ties [46].” If the universe (or multiverse) is infinite, as our current physics theories 

indicate, then all possible minds in all states are instantiated somewhere [4].   

Ben Goertzel proposes the following classification of Kinds of Minds, mostly cen-

tered around the concept of embodiment [47]: Singly Embodied – control a single 

physical or simulated system. Multiply Embodied - control a number of disconnected 

physical or simulated systems. Flexibly Embodied – control a changing number of 

physical or simulated systems. Non-Embodied – resides in a physical substrate but 

doesn’t utilize the body. Body-Centered – consists of patterns between physical sys-

tem and the environment. Mindplex – a set of collaborating units each of which is 

itself a mind [48]. Quantum – an embodiment based on properties of quantum phys-

ics. Classical - an embodiment based on properties of classical physics. 

J. Storrs Hall in his “Kinds of Minds” suggests that different stages a developing 

AI may belong to can be classified relative to its humanlike abilities. His classifica-

tion encompasses: Hypohuman - infrahuman, less-than-human capacity. Diahuman - 

human-level capacities in some areas, but still not a general intelligence. Parahuman - 

similar but not identical to humans, as for example, augmented humans. Allohuman - 

as capable as humans, but in different areas. Epihuman - slightly beyond the human 

level. Hyperhuman - much more powerful than human, superintelligent [24, 49]. 

Kevin Kelly has also proposed a “Taxonomy of Minds” which in his implementa-

tion is really just a list of different minds, some of which have not showed up in other 

taxonomies [15]: Super fast human mind. Mind with operational access to its source 

code. Any mind capable of general intelligence and self-awareness. General intelli-

gence without self-awareness. Self-awareness without general intelligence. Super 

logic machine without emotion. Mind capable of imagining greater mind. Mind capa-

ble of creating greater mind. Self-aware mind incapable of creating a greater mind. 

Mind capable of creating greater mind which creates greater mind. etc. Mind requir-

ing protector while it develops. Very slow "invisible" mind over large physical dis-

tance. Mind capable of cloning itself and remaining in unity with clones. Mind capa-

ble of immortality. Rapid dynamic mind able to change its mind-space-type sectors 

(think different). Global mind -- large supercritical mind of subcritical brains. Hive 

mind -- large super critical mind made of smaller minds each of which is supercriti-

cal.Vast mind employing faster-than-light communications. Elsewhere Kelly provides 

a lot of relevant analysis of landscape of minds writing about Inevitable Minds [51], 

The Landscape of Possible Intelligences [52], What comes After Minds? [53], and the 

Evolutionary Mind of God [54].  

Aaron Sloman in “The Structure of the Space of Possible Minds”, using his virtual 

machine model, proposes a division of the space of possible minds with respect to the 

following properties [1]: Quantitative VS Structural; Continuous VS Discrete; Com-

plexity of stored instructions; Serial VS Parallel; Distributed VS Fundamentally Paral-

lel; Connected to External Environment VS Not Connected; Moving VS Stationary; 

Capable of modeling others VS Not capable; Capable of logical inference VS Not 

Capable; Fixed VS Re-programmable; Goal consistency VS Goal Selection; Meta-

Motives VS Motives; Able to delay goals VS Immediate goal following; Statics Plan 

VS Dynamic Plan; Self-aware VS Not Self-Aware. 



6 Conclusions  

Science periodically experiences a discovery of a whole new area of investigation. 

For example, observations made by Galileo Galilei lead to the birth of observational 

astronomy [55], aka study of our universe; Watson and Crick’s discovery of the struc-

ture of DNA lead to the birth of the field of genetics [56], which studies the universe 

of blueprints for organisms; Stephen Wolfram’s work with cellular automata has re-

sulted in “a new kind of science” [57] which investigates the universe of computa-

tional processes. I believe that we are about to discover yet another universe – the 

universe of minds.  

As our understanding of human brain improves, thanks to numerous projects aimed 

at simulating or reverse engineering a human brain, we will no doubt realize that hu-

man intelligence is just a single point in the vast universe of potential intelligent 

agents comprising a new area of study. The new field, which I would like to term 

intellectology, will study and classify design space of intelligent agents, work on es-

tablishing limits to intelligence (minimum sufficient for general intelligence and max-

imum subject to physical limits), contribute to consistent measurement of intelligence 

across intelligent agents, look at recursive self-improving systems, design new intelli-

gences (making AI a sub-field of intellectology) and evaluate capacity for understand-

ing higher level intelligences by lower level ones.  
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