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Abstract. While the fields of artificial intelligence (AI) and cognitive
science (CogSci) both originated from a deep interest in the same phe-
nomenon – intelligence – and both setting themselves high aims in their
early days, each has since greatly narrowed its focus, and all but aban-
doned their core subject for a more limited version of the phenomenon.
The many non-obvious causes for this change over the decades are per-
haps understandable, but they have significantly reduced the potential
of both fields to impact our understanding of the fundamentals of intelli-
gence – in the wild and in the laboratory. This position paper argues that
researchers in the field of artificial general intelligence (AGI) should care-
fully posit their research objectives and methodology to avoid repeating
the same mistakes.

1 The Big Picture of Intelligence and Cognition

Roughly speaking, artificial intelligence (AI) and cognitive science (CogSci) come
from the same observation and imagination, namely that in a certain sense, the
human mind and the electronic computer are – or can become – similar to each
other. The similarities (and differences) have been suggested by many people,
including Wiener [26], Turing [16], von Neumann [9], McCulloch and Pitt [7],
though each from a different perspective.

Initiated in this atmosphere, AI and CogSci can be seen as two sides of
the same coin: while the former attempts to build a mind-like machine [11],
the latter tries to study the mind as a machine [1]. Their relation is like that
between engineering and science in general, that is, there is a strong mutual
dependence. It is obvious that, to build an intelligent system, one has to have
a clear idea about how intelligence works, and most of our knowledge on that
topic comes from the study of the human mind. On the other hand, to evaluate
the correctness of a theory of cognition, a straightforward way is to model it in
an artifact to see if it produces the expected results.

Given this relation, it is natural for AI to get inspiration from CogSci, as
well as for CogSci to use AI models. Various theories have been proposed both
to explain the phenomena observed in human cognition and to guide the design
of machine intelligence (cf. [8, 10]).

However, as the difficulties in this research became more and more clear,
the mainstream in both fields gradually departed from the original objective to
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pursue some more “manageable” and “realistic” goals, and in this process the
two fields have been moving away from each other.

In AI, this change is described as “AI adopts the scientific method,” since “It
is now more common to build on existing theories than to propose brand new
ones, to base claims on rigorous theorems or hard experimental evidence rather
than on intuition, and to show relevance to real-world applications rather than
toy examples” [12], to quote from a well-known textbook. According to some
influential and representative opinions (cf. [6, 5]), AI should follow the same
theory and practice as computer science, thus targeting the problems that are
traditionally solvable by the human mind only.

Similarly, in CogSci many researchers have gradually moved away from the
objective of studying all types of cognitive system, and instead focused solely
on human cognition. Currently the homepage of the Cognitive Science Society
explicitly announces that “The Cognitive Science Society, Inc. brings together
researchers from many fields who hold a common goal: understanding the nature
of the human mind.”4 So CogSci is primarily no longer about minds in general.
Following this approach, computer systems or AI only serve as tools to model
human cognition and intelligence, and the models are desired to be as faithful
to the human mind as possible. As a result the conferences and publications of
CogSci in recent years have been dominated by cognitive psychology [4] – a field
that exclusively focuses on human cognition – with the influence and presence
of neuroscience continually getting stronger as well.

A consequence of the above trends is that AI and CogSci have both been
moving away from a common goal, and retracting back to computer science
and cognitive psychology, respectively. Though members of these fields are still
producing results of theoretical and practical value, the original motivation of
studying “minds” in biological and electronic systems alike has been mostly
absent in the mainstream of both fields.

As for artificial general intelligence (AGI), it has been very clear from the
very beginning that the aim of the field is to return to the original goal of AI, that
is, to build general-purpose “minds” that are comparable to human intelligence
in general, rather than building special-purpose “tools” [3, 24]. For such systems
to be built, it can be argued that we also need to carry out research in CogSci in
its original form, that is, to study the cognitive process in computers, rather than
merely using computers as tools to study human cognition. Roughly speaking,
we need a general science or theory of intelligence and cognition, one which takes
human and computer intelligence as special cases [2, 21].

As we have argued in other places [23, 21], a proper treatment of the major
concepts is to separate two levels of description. At a general level, concepts like
“intelligence,” “cognition,” “thinking,” “mind,” and so on, should be treated as
medium-independent, that is, described and studied from a functional point of
view, without assuming any “implementation details.” At a more concrete level
we can study the realization or implementation of the above concepts in human,
computer, animal, as well as in groups or societies, even in extra-terrestrial forms.

4 Cited from http://cognitivesciencesociety.org/index.html in May 12, 2014.
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Such a two-level structure acknowledges both the similarities and the differences
between human and computers, that is, AI must be similar to human intelligence
in certain fundamental aspects, though it is not necessary to be human-like in
all aspects.

2 AGI’s Heritage from AI

Given that AGI can be seen as an attempt to return to the original goal of AI,
it inherits many ideas and lessons from AI, either in a positive form (as what
works) or a negative form (as what does not work). Beside the research objective,
AGI also needs to critically evaluate the research paradigm of mainstream AI.

A representative specification of the mainstream AI approach is Marr’s “three-
level” analysis of problem solving [6]. First, the problem is specified in the compu-
tational framework, as a function that maps each input into the desired output;
then, an algorithmic solution is found that uses a fixed and finite operation
sequence to process each instance of the problem; finally, the algorithm takes
an implementational form in a computer system. Though it is Marr who pop-
ularized this approach in AI and CogSci, this procedure has been followed in
computer science from the very beginning, and its roots can be traced back to
how problem solving is defined and carried out in mathematics.

There is no doubt that this methodology of problem solving has played an
important role in the successes achieved by computer science and mathematics.
However, as we have argued elsewhere [15] it has serious limitations when ap-
plied as currently done to AI and CogSci. Notions like “computation,” “Turing
machine,” “algorithm,” and so on treat problem solving as a deterministically
or probabilistically repeatable process, i.e., for a given problem instance, its solv-
ing process, result, and resources cost (mostly computer time and space) are all
fixed, independent of the past experience of the system and the current environ-
ment where the problem appears. In contrast, problem solving processes in the
human mind are very different: They are not always accurately repeatable, and
the exact same problem instance can be processed differently when it appears
in a different time and context.

The above statement should not be used to deny the possibility of AGI, but
suggests the need for a paradigm shift. Instead of treating a problem-solving
process as following a fixed algorithm, it is more proper to see the process as
consisting of many small steps that are dynamically linked together at runtime
in a context-sensitive manner [14, 13, 20]. In this way, though each basic step
follows a predetermined algorithm, the overall problem-solving process does not,
because the selection of the steps at each moment depends on many factors
in the external environment and within the system, and these factors are ever-
changing, so that their exact combination rarely or never repeats. Even if we were
to extend the meaning of “algorithm” to include such processes, we would have
to say that all the problem-level “algorithms” are one-time, i.e., even the same
problem instance is handled by different algorithms when it reoccurs. While it is
not impossible that in the future human intelligence may ultimately be found to
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implement a small finite set of precise algorithms (we don’t necessarily think so,
but this is not inconceivable), an intelligent system is still a system, and a sys-
tem is not an algorithm. No matter which terminology we use, a problem-solving
process implemented by natural intelligence is no longer accurately repeatable,
so it cannot fruitfully be analyzed according to the traditional theories of com-
putability and computational complexity.

Since mainstream AI is so dependent on the computational paradigm, it
has not successfully addressed some fundamental features of human intelligence,
some obvious ones of which include general adaptivity, creativity, flexibility, and
robustness. Even though many AI programs have exceeded humans in terms of
speed, capacity, accuracy, complexity, etc., even laypeople still intuitively see a
fundamental difference between such systems and human thinking, which ex-
plains why whenever a new task is solved in this way, whether a computer win-
ning the world champion at chess or beating the best human in a quiz, people
“demote” the task to a status of being one that doesn’t in fact require intelligent
action.5 If intelligence is associated with non-algorithmic problem-solving, then
AGI should not be considered to sit squarely within computer science, though
it is implemented using some of the tools and techniques provided by the latter.

“Intelligence demands adaptation and learning” is not a new idea at all.
However, the thinking that intelligence is of a different nature – or requires a
different paradigm – than that offered by a pure algorithmic view is not com-
mon: Even the study of machine learning has been dominated by the building
of “learning algorithms” that treat a learning process as following a repeatable
procedure, independent of the history and situation of the system. Such think-
ing can never lead to the kind of continuous, ever-expanding learning that seems
so critical to human cognitive development. Although in recent years some re-
searchers have started to study topics like “online learning,” “transfer learning,”
“one-shot learning,” and “lifelong learning,” few people have realized that as
soon as learning is modeled as a process that does not follow any fixed algo-
rithm, depending instead on the system’s past history and current situation,
all those features will come together to form a consistent, co-dependent whole
[18]. We contend that, given a goal of achieving AGI, it is in fact much better
to consider these features of cognitive function as being part of, and forming,
a single system, and that separating them in fact makes the challenge of AGI
more difficult.

5 This has been termed “the AI effect” by some, in what seems to us an attempt to
explain this uncomfortable effect away. The implicit assumption here seems to be
that, in due time, when AI has covered the full range of cognitive skills, people will
come to view even natural intelligence as “merely algorithmic.” Our view on this is
of course that the explanation is in fact quite different, depending instead on the
misapplication of the algorithmic view to the study of intelligence.
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3 AGI’s Heritage from CogSci

From an AGI perspective, if we blame AI for being too far from the reality of
human intelligence and cognition, then we should also blame CogSci for being
too close to the details of human intelligence and cognition.

As already mentioned, mainstream CogSci has turned away from the goal
of establishing theories of cognition in general, ones that cover humans, com-
puters, and other cognitive systems alike, and focused primarily on describing
and explaning human cognition. Consequently, its results, though abundant and
valuable for other purposes, become less relevant to AGI for the following rea-
sons:

Lack of generalization. CogSci does not generalize its findings from human
cognition to a more abstract level, to render the conclusions relevant to
non-human or non-biological systems. Instead, the cognitive models usually
attempt to be as faithful to the details of human cognition as possible, with-
out the separation between the aspects that are universal in all cognitive
systems and the aspects that are specific in human cognition. Such a sepa-
ration is, however, crucial for AGI, since it is neither desired nor possible for
a computer system to duplicate certain human-specific properties.

Lack of justification and predictive power. CogSci is increasingly becom-
ing like cognitive psychology: A natural science whose theories are mostly
descriptive by nature. That is, when studying a cognitive function, the ex-
pected explanation depends on the identification of the responsible psycho-
logical and biological mechanisms and processes, while what AGI needs are
functional explanations that see cognitive mechanisms as contextualized pro-
cesses, selected by evolution to serve certain functions for the individual or
species. We do not want to reproduce a process in computer merely because
it is observed in human cognition, unless it can be justified as normative.
Also, some features of human cognition may simply be historical peculiarities
of no relevance, interest, or usefulness when studying intelligence in general.

Generally speaking, all approaches of AGI are more or less inspired by the
best known form of intelligence – human intelligence, though they are based on
descriptions of the human mind/brain complex that differ in level, scope, and
granularity. The real problem is not whether to be “human-inspired” (which is
different from “biologically inspired”), but where the similarity lies [19]. Since
it is neither necessary nor possible for an AGI to be identical to the human
mind/brain in all aspects (for instance biochemistry), pure descriptive theories
of the human mind are not of much help to AGI. What AGI needs from CogSci
is not merely “This is what the human does ...”, but “This is what all cogni-
tive/intelligent systems should do, because ...”.

The above issues do not only delay the progress of AGI, but also have im-
plications for CogSci itself. As we have discussed in [22], improperly applied
normative models in CogSci are fairly common. Models like mathematical logic
and probability theory only specify rational inferences in highly idealized situ-
ations, where the situation is fundamentally different from the normal environ-
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ment in which human cognition happens. Therefore, some systematic deviations
from these models observed in human cognition should not be simply judged as
fallacy or bias [25, 17]. Instead, these observations call for the building of new
normative models whose fundamental assumptions are closer to the reality of
cognitive systems, both human and computer.

4 Implications for AGI

For AGI to reach its goal successfully over the coming decades – the same as
the original goal of AI and CogSci but which they have since in major respects
abandoned – it is important to clarify the relations among three central notions:
Human Intelligence (HI), Computer Intelligence (CI), and (General) Intelligence
(GI) [23]. Here GI should be described in a medium-independent way, with HI
and CI as its special realizations. In this context, “intelligence” can be replaced
by “cognition,” “mind,” or “thinking,” without too much difference. After all, we
still uphold the intuitive idea that intelligence is information processing, and thus
many or most mental processes should be reproducable in computer systems.

Since the human mind/brain complex and a computer system are clearly very
different both in their internal substance and structure and in how they interact
with the environment, their commonality (the above GI) must be captured at an
abstract level. A theory about GI should be descriptive for HI (i.e., it explains
the observation from the human mind) and normative for CI (i.e., it guides the
construction of computer systems).

With respect to this demand, mainstream AI has not been successful in
identifying the principles of GI that should be realized in computers. Instead
of exploring new ways to design computer systems, AI has focused on specific
problem-solving capabilities, and mostly retreated back to computer science,
adopting its methodology and theoretical stance wholly [15]. On the other hand,
mainstream CogSci has not been successful in abstracting the principles of GI
from the specifics of HI. Instead of experimenting with models of GI on comput-
ers, CogSci has seen the computer merely as a platform for modeling HI, and
mostly retreated back to cognitive psychology (or even to neuropsychology). It
makes for an interesting excercise to look further back in time, to the prime
years of cybernetics [26]. Cybernetics was in many ways the overarching field
from which CogSci and AI descended. Why AI and CogSci became separated
from cybernetics is an interesting question, as is the question whether this sepa-
ration was beneficial or detrimental to the pursuit of AGI (we lean towards the
latter). Surprisingly, perhaps due to its emphasis on systems, many of the ideas
from the “last days” of cybernetics produced by its second-generation scholars
seem more relevant to AGI today than recent results in AI and CogSci circles.

Though AGI can surely learn a lot from AI and CogSci (and cybernetics),
we should carefully analyze the heritages we received from these two fields, and
try our best to prevent ourselves from repeating the past mistakes.
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